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ABSTRACT: In this project, design and
implementation of high speed and high secure
BEC based Homomorphic encryption is done.
This system will provide better security and
resource  efficiency compared to  existing
standards. RIFFA based homomorphic encryption
technique guarantee both privacy and integrity.
The main intent is to increase the speed of
operation. Initially, input bits and key iz expanded
serial by using PCle. Next, bits are substituted
using S-Box. After substitution of bytes, the bits
will be reusahle using RIFFA. After reusable
procedure shifting operation is performed. Now
these bits are enerypted. Similarly, decryption
process is reverse to this operation.. Henee RIFFA
based homomorphic encryption and decryption is
implemented and it gives better security compared
to cxist one.

KEY WORDS: Homoniorphic encryption, Large
Integer Multiplication, Operand Reduction, VL1
Architecture, S-Box, Peripheral Component
Interconnect express (PCle), Reusable Integration
Framework for FPGA Accelerators (RIFFA).

L INTRODUCTION
Fully Homomorphic Encryption is for the
most part utilized in the database of the
board frameworks (DMBS). One of the
present issues related with the utilization of
databases is the test of verifying and
securely putting away the legilimate
treatment of classified information in the
remote database. Privacy of touchy data can
be guaranteed using cryptography.
It may, be the utilization of industrious
encryption calculations to store the data in
remote  databases can  fundamentally
decrease the presentation of the framework
without interpreting. To take care of the
issue, in MIT examines exhibited Crypto
system.
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Utilizing additively homomorphic crypto
framework cnables the server to execute
SUM, AVG, and Count Questions over
encoded information; the other SQL
inquiries utilize the distinctive encryption
calculations with the vital usefulness. The
adjustment of completely homomorphic
cryptosystem will keep the capacity to
perform run of the mill database tasks on
encoded information without decoding the
information in a confided condition. In any
case, such a cryptosystem must fulfill certain
prerequisites for practical qualities and
computational unpredictability, which is
significant.

Fully Homomorphic Encryption (FHE) is a
huge achievement in cryptographic research
in recent vears. A FHE plan can be utilized
to elective perform calculations on figure
content without trading off the substance of
relating the plain text [1]. Therefore, a
practical FHE plan will open the way to
various new security advances and
protection related to the applications, for
example, security safeguarding pursuit and
cloud-based processing. For the most part,
FHE «can be  ordered into three
classifications; cross section based, number
based, and learning with mistakes.

One of the fundamental difficulties in the
improvement of FHE applications is to
moderate the amazingly high-computational
intricacy and asset necessities [2-4]. For
instance, programming usage of FHE in
superior PCs still expend. the critical
calculation time, especially to achieve the
vast whole number duplication which more
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pﬂﬂDI‘lTlﬂd. in the NTT block and bits are

winf "
1

bits. For cross section based FHE, bit 'mmpuied depends on the current status of ’
increase the required for the little setting “operation.

with a grid measurement. To guicken the 1 ol

FHE tasks, different effective plans have el

heen proposed to handle the extensive whole : & E'.:_L"...m..,

number duplication. | |G

The objective of this paper is to revive the
encryption natives in entire number based
FHE using FPGA advancement. This
particular FHE count is picked because of
the less unpredictable theory, humbler key
size and egquivalent execution. Also, the
introduction of a grouped FHE plots over the
entire numbers ensures further capability
upgrades. Augmentation is a key segment in
these FHE plans the features in the
encryption, unscrambling and evaluation
steps. Broad entire number FFT duplication
has furthermore been used n the late of
referenced gear and GPU use of other FHE
plans. Future work will leok into the impact
of the gear multiplier on substitute walks
nside the FHE plot. Specificaily, presenting
the primary gear execution of encryption
rough required for FHE over the numbers.

I1. EXISTED SYSTEM

The below figure (1) shows the architecture
of existed system. In this system mainly,
two NTT units, a controller unit, an AGU,
and several memory units are used. ROM
main intent is to store the twiddle factors.
There are mainly two single ports of SRAM
in NTT block. Here firstly two nputs are
computed at same time by using the two
NTT data there are NTT1 and NTT2. For the
purpose of multiplication the NTT is used as
inverse NTT and because of R input dara is
processed.

Addition and subtraction operations are
performed in the Mul Mod unit. The resull
of this unit ig processed to the buffer unit.
Now the values are saved in ROM. Here
point  wise multiplication process |5

|;'v— — = ‘
ij FiTlsen
i Fig. 1: Existed system
To relocate the data radix r is used and this
will: saves the memory tt:mpurarﬂ}r
Hemluaily there are four pipelined stages in #

_' ijﬁ'Muih{ad unit. To get conflict free
- address in the system buffer is used. But this
. ‘sy“stl:m does not give effective results in

terms of delay and time. Hence to overcome
this, 4 new system is introduced which is

“discussed in below section.

111, PROPOSED SYSTEM
The below figure (2) shows the proposed

system. This system will provide better

security and resource efficiency compared to
existing standards. RIFFA 'hased Fully
homomorphic encryption  technique
guarantee both privacy and integrity. The
maln intent is to increase the speed of
operation. Initially, input bits and key is
cxprinded serial by using PCle, Next, bits are

. swbhstjuited using S-Box. After substitution
it bytes, the bits will be reusable using
o EEA. After reusable procedure shifting
woscion is performed. Now these bits are
“nuivpted, Similarly, decryption process is

ti;<i5¢ to this operation, The description of

-5"»ld_lr_lﬂck is given in detail manner,
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@:l - D. PERIPHERAL COMPONENT
. "~ INTERCONNECT express (PCle)
i = PLe | M Compaent Pcriphcral Component [nterconnect
= ] ' L Express (PCleor PCLE) is a serial
L o ) R i i expansion bus standard for connecting a
|: lmlrm i computer to one or
- — more peripheral devices. PCle provides
R ] Jower latency and higher data transfer rates
I ) than parallel busses such as PCI and PCI-X.
[ moermuecryer | E. DECRYPTION

Fig. 2: PROPOSED SYSTEM

A. SUBSTITUTE BYTES
TRANSFORMATION (S-BOX)
The modified structurc starts with changes
in the Sub bytes step. The function of this
step is to substitute data present in the 3-box
memory unit within the state by diverse data
present in other memory unil. The
dispersion of data in memory units creates
the confusion, The main purpose of this
Shannon’s contents for seientific restraint

arrangement is to stimulate security. The |
basic purpose of substitutian of bytes is o e F 1
secure information. { ! : | i
B. ENCRYPTION = i [ ia
Encryption algorithm is a combination of ] e
complex mathematical functions which are ' —_ﬂm
used to encrypt the confidential information. -"_Hm
Encryption key is a secret values that the B
sender utilizes as one of the inputs to the '_'“'m
encryption algorithm in conjunction with -"ﬁ"f
plain text to generate a cipher text.. e e Y
C. REUSABLE INTEGRATION -
FRAMEWORK  FOR  FPGA Sl
ACCELERATORS (RIFFA) e el
Our goal is to expand the use of FPGAs as e il
an acceleration platform by releasing, as —
open source, a no cost framework that easily L4
integrates software on traditional CPUs

with FPGA based IP cores, over PCle, with
minimal custom configuration.
RIFFA requires no specialized hardware or
fee licensed [P cores.

Decryption is taking encoded or encrypted
text or other data and converting it back into
text you or the computer can read and
understand. This term could be used to
describe a method of unencrypting the data
manually or unencrypting the data using the
proper codes or keys
IV. RESULTS

The below figure (3) & (4) shows the RTL
schematic and technology schematic of
RIFFA based homomorphic encryption and

_decryption system.

" Fig. 3: RTL SCHEMATIC OF PROPOSED
SYSTEM

¢
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DESIGN A HIGH SPEED EFFICIENT VLSI ARCHITECTURE OF ER
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PN Tech Scholar, Dept of ECE, Vikas Group of lustitations, Vijayawada, AP, lndia
Iassistant Profussor, Dept of ECE, Vikas Group of Institutions, Vijayaveada, AP, India

ABSTRACT: In this paper the Design u high Data path contains complex operations are
"ﬂ‘:‘:d “I“‘{‘“‘IVLEIt:;‘hEL*f”m of E“d[; H'-""":'d subtraction, addition, division and
adder 8 implemcn . asically, aoders re 1k = . -

mosl eommoniy used in the applications of m"‘lm]_ﬂ,manu“ [21. The main mF?mm
digital signal processing’s, Microprocessors ete. factar is data 133-“:‘ performance ""'h-lt':h 13
Hybrid adder performed in three stages, they affected by efficient hardware units of
are propagator and generator stage, Internal complex computations. In the data path
carry generation stape and final sum stage. In addition is the important executed

this propagator and generator signals are

generated hy using propagation stage. Internal Qperaion, addition  operation contains

Carry generation stage will generate the carry. bipary adder fo a’fid given numhe:rs_. In
If any errors are occurred then error detecfion complex computations such as decimal
stage will detect the errors and error recovery operations, multiplication and division,
stage will recover those output values. Final sum adders has important task [3], To get data

stage will take the output of hybrid adder and : i A
performs the operation and gives sum as output, path cificiently, the implementation of

At last from results it can observe that the binary adder should be efficient.

propuose system gives effective resuls,

In central processing unit (CPU) crucial
clement is ALU (Arithmetic logic unit).

KEY WORDs: Fotald Addcr, Hicimal Loty An adder has important function in ALU

generation Stage, Final Sum Stage, propagator,

Generator, VLSL and an adder performs not only addition
: but also  performs  multiplication,
I. INTRODUCTION subtraction and decrementincrement. In

ALU and general processors to pet better
performance, efficient adder is needed.
From 1950s, for hardware implementation
of WLSI arithmetic circuits, research
started on efficient adder implementation.
In control systems and digital signal
processing main operation is the addition.

Fastest technologies are developed in
present days. In present days, reduction of
device size, fast operation and low power
consumption are required. The designing
of low power VLS| system has more
demand in mobile communication. Due to
the device designed by designer with high

speed, low power consumption and small ; .
silicon area, the device is available with The properties of system or processor like
low power. accuracy and speed depends upon the

ALU (Arithmetic logic unit) and FU pert?unnanee of adder. ..['_-'.'i exccute the
(Floating point unit) are the main parts in addition of numbers, adder is used which is

computations [1]. Logical computations a digital ulrcuit,r Different processors and
are addition, subtraction, multiplication, COUpUIRES containg MT‘U in which adder is
division and logical operations are AND, ”S‘?fi' To r’f’d”‘:e different _ paramefers,
OR, INV and comparison which are different designs have beenl implemented
processed by Arithmetic logic unit (ALU). based on parallel and serial structures.
Data path has an important role in digital Four elementary operations are performed
signal processors and MICrOProCEssSOrs in binary addition.

because of some charactenstics such as
power consumption, spesd of operation
and die-area,

The adders can be represented in many
forms like BCD (binary coded decimal)

gl
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and excess-3 code; ‘binary, pumbers -are

used in adders to perform the operation.
Negative numbers are represented by ones
complement or two's complement, for this
adder is modified as  adder-subtractor.
More logic is required to represent signed
aumbets including basic adder [4-5].

To execute the addition operation,
computers contain Anthmetic Logic unit
(ALU)} in which adders are mostly used.
Graphics processing unit (GPU) and central
processing unit uses the adders to decrease
the redundancy for the  graphics
applications. In the adders first type is half
adder it include two inputs and it provides
two outputs such as carry and sum. Mext
one is full adders which include two inputs
with carry input and it provides two outputs
such as carry and sum. For single bit, both
halfadder and full adder is utilized. The full
adder is coupled in parallel form to perform
the multi bit addition opgtatian, '

. RELATED WORK

Binary addition performs the addition
process based on the logic pates. Hete
single or two bit binary ndpbhers are used.
In-binary addition progess sum and carry
are the outputs. Bit serial adder 18 the name
of serial adder. Binary addition operation
is performed in serial adder, Carry out and
qum is the two outputs which are also
single bit. Addition is exccuted by adding
each bit from least significant bit to most
significant bit and each bit has one clock
cycle.

Full adder and one fip-flop are used in
serial binary adder. Carry out gignal for
every clock cycle is given into flip flop.
Thus the flip-flop generates the output as
carry-in signal for next uuek cycle, Aller
completion of all bits of ingul operand, all
bits of sum come fromesurn putput. |

~ previous addition. Pulse on clock input

 priggers the every addition.

By using carry reset pin R, carry bit

from addition at previous clock pulse is

sei 10 Zera,

‘3. The output can be complement of sum
insome gerial adders, it is optional.

S

Serial adder is a digital circuit which is a
sequential circuit which contains full adder
and flip-flop, At every clock cycle,
previous bit addition result is taken and
flip-flop stores the camry from full adder.
Sum result is calculated and carry is given
to flip-flop for next calculation. In this way,
input data is given to full adder in serially,
reading of results in serially, this 18
synchronized by clock.

BCD (hinary coded decimal) adder is a
digital cirouit in which two BCD numbers
arc-added in paralle] and carry out and sum
byits g penerated. The result of sum will

_wnbe in BCD form when addition of two

BED digiis 15 done.

TLw:;B.f.’ﬁ result is correct in first example
wmd BCD result is not correct in second

“example. BCD digits are represented from

() 109, to represent BCD numbers, four bits
are tequired. But by using four bits, 16
vallies are represented. In the BCD digits
oxtra six values are ipnored because BCD
digits are represented from 0 to 9. After
addition, the result will not in BCD form
when the result is greater than 9. It
contains corrections to be done to obtain
correct BCD results.

Half adder is used in digital electronics for
the purpose of addition of two binary
numbers. Full adder is used for the
'is;dﬁtinn_uf 3-bit input sequence, If input

© Leducuce contain more number of bits, half

Jr and full adder does not satisfy the
Ligilin operation. These drawbacks are
- Looune by Ripple carry adder. For the

188N NO:0886-9367

1. The serial adder contliins two binwny hditiarr . of N-bit numbers, this type of
digits along witl " iy DR iy Tty Cgeait is used in digital operations.
Volume XI11, Tssue IT, Februalip 2021 © 0 0 ARG I Page No:2041
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By using multiple full adders, logical
circuit can be created for the purpose of
addition of N-bit numbers. In each full
adder, one of the sources of info is Cin
which is taken care of from Cout of past
adder. This kind of adder i1s known as
Ripple-Carry Adder. Since cach convey bit
waves to next full adder, May be half
adder is put in the principal [ull adder since
first full adder contains Cin=(.

The Ripple carry adder eircuit chart is
straight forward, it creates quick plan time.
In any case, the activity of wave convey
adder is moderate on the grounds that cach
full adder ought to be hanging tight for
convey bit which is originated [rom past
full adder. By utilizing full adder circuit,
door postponement can be determined.
Three degrees of rationale are required in
full adder, N full adders are required in
n-bit Ripple convey adder.
I1l. PROPOSED SYSTEM

The below figure (1) shows the block
diagram of proposed system. Hybrid adder
performed in three stages, they are
propagator and gencrator stage, carty
generation stage and final propagation
stage. In this propapator and gencrator
signals are generated by using propagation
stage, Internal Carry gencration stage will
senerale the carry. Final sum stage will take
the output of hybrid adder and performs the
operation and gives sum as pulput.

Three stages are presented in the ER based
Hybrid adder is explained in detail manner.

1. Propagator and Generator Stage:
In this stage, propagate signals and
generate signals are manipulated to pair of
each inputs A and B. Propagate signal and
generate signal are represented as

Pi= Ai XOR Bi

Gi= Al AND Bi
2. Internal Carry Generation Stage:
In carry generation stage the calculation is
performed based on the bits and carries
obtained. The entire operution is performed
in the form of parallel Generate and

Volume XIII, Tssue 11, Pchrl.m‘[y_):'_'al;lll
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ptopagate signals are obtained from the
intermediate signals.

PROFPAGATOR GENERATOR
{ L

CARRY PREDICTOR

INTERNAL CARRY CENERATION

|

{ CARRY FREOR
I SPECULATIVE =
; ADDER OTESE
: I
(4T Wl Yoy
| FRREOR
| PETECTION
+ No
| J =
| FINAL SITM

Fig. 1: BLOCK DIAGRAM OF PROPOSED
el U SYSTEM

The below cquations shows the propagate
ind generate signals:

Pi:j = Pixk AND Pk-1;j
Gi:j = Gik OR (Pitk AND Gk-1;j)

Black/gray cells implement the given two
equations, which will be usually used in
the following discussion on prefix trees.

3. Final Sum Stage:

In post processing stage the calculation is
performed based on the input bits. From
post processing stage sum and camry is
senerated. The below equations shows the
sum and carry equations:

Ci = (Pi AND Cin) OR Gi

Si=Pi XOR Ci-1
I applications of high speed circuits, very
usetltl adder is PPA. PPA is designed
basad o the power and area.

e
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Structure delay= log: n

Number of computation nodes=  [(n)
(loga n)-n+1]

1V, RESULTS
The below figure (2) shows the RTL
schematic of proposed system. here a and b
are the inputs and cout is the output.

ER_HYBRID_ADDER

The International journal of analytical and experimental modal analysis
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. | | s
a0y L [ sumi3idy | L=l
bi31:0) | . Fig. 4: OUTPUT WAVEFORM OF
PROPOSED SYSTEM
el _ =22
| L
ER HYBRID_. ADDER
BT s e doste, VA3 e

Fig. 2: RTL SCHEMATIC OF PROPOSED

SYSTEM
The below fGgure (3) Technology
schematic of proposed system. RTL

schematic is the combination of Look up
tables, truth tables, K-MAP and squation.

Fig. 3: TECHNOLOGY SCHEMATIC oF
PROPOSED SYSTEM
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V. CONCLUSION

Hence in this paper Design a high speed

efficient VLSI architecture of E.R Hybrid
adder was implemented. The internal carry
generation stage plays important role in

entire operation. Generate and propagate
x:gnala are generated to increase the speed
of operation, This design is simulated in

gives effective result.

o
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Xilinx software. Hence from simulation
results, it can observe that Hybrid adder
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Implementation of 32%*32 Dadda Multiplier
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ABSTRACT: In this rescarch paper, the technique for the design of a fast multiplier is proposed by
using two different techniques, A 4:2 compressor is used for power-efficient row compression in the
proposed model, whereas for faster final summation, a carry-select adder has been used. Based on the
above technique, a 16-bit Dadda-multiplier 18 proposed and its performance is analysed by comparing it
with the standard 16- bit Dadda-multiplier which normally uses carry-look ahead adder. The time delay
of carry-sclect adder is improved when compared to carry propagate adder. The result depicts that the
proposed 16-bit Dadda-multiplier is 4.85% power efficient and 63.4%-time delay is improved. The
simulation of the proposed multiplier is carried out using Verilog HDL in Xilinx ISE Design Suite 14.7,

Keywords— ALU, Dadda-multiplier, 4:2 compressor, carry select adder, carry propagate adder,
Wallace-multipliers, half adder, full adders

L INTRODUCTION
Multiplier is one of the most important circuits for designing computers and computing devices. The

Dadda technique for partial produet reduction is based on the idea of *aveid use of full adder.” But the
use of full adder is more regular in other Wallace tree multipliers. This paper presents a modified Dadda
technique based on the idea of ‘prefer the use of full adder over the use of half adder.” Only the last
stage that is ‘three to two reductions’ is the exception. This idea used in the modified technique makes it
more regular and simple. Hence, based on the idea, it is named as ‘Full-Dadda.” The fact behind saying
this technique an allernative approach is that this technique results in same number of full adders, hall
adders, same size of final carry propagation adder and same number of compressors (adders) at each
stage as required in the Dadda technique. Therefore the proposed multiplier can be used in place of
Dadda multiplier in all its applications. This paper presents a comparative performance analysis of the
proposed multiplier with the Dadda multiplier. For this comparison each multiplier with different
operand sizes is taken. The main disadvantages of the Dadda multiplier are: (i) it is less regular, (ii)
more complex and (iii) it reduces less number of bits at early stages of reductions. The proposed ‘Full-
Dadda’ multiplier is more regular, simple and reduces more number of bits at early stages of summand
reduction. In section 2, there is brief overview of literature and in section 3; there are general rules and
equations for reduction scheme and number of hardware components respectively. The comparison
between multipliers is arranged in five sub-sections under section.
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11. Literature Survey
A. Some Important points
The parallel multipliers are faster and more fancied [1]. There are many ways and schemes available for

multiplication [1], such as Array multiplication scheme, Booth multiplication and Vedic multiplication
etc. Among these schemes, the tree multiplication scheme is one of the most popular schemes.
[1,2.3,4,5,6]. The most popular multiplier among tree multipliers is the Dadda multiplier [2]. A Reduced
Area multiplier is also the best optimized multiplier in terms of Area if interconnects are properly
managed [3]. The basic steps involyed in a tree multiplication scheme, first used by Wallace [6] in 1963
are:

1) Generation of the partial products [3] (or summands [ 5, 6] or matrix of partial producls [(1]).

2) Partial products reduction: reduction in column height by using pseudo adders (there are many
parallel addition schemes [8] and partial product reduction schemes [9] implemented by using pseudo
additions such as conditional sum addition [7] ete.).

3) Use of final CPA (carry propagation adder): After the last stage of column-height reduction
(remuining bits in a column are only two), there is 4 need of final addition of two rows to obtain final
product of multiplied operands. The size and type of final CPA used plays an important role in
determining overall performance sich as delay, area and power consumption [2, 3, 5].

B. Dadda Multipliers

Dadda method for partial product reduction uses only neeessary reduction determined by the Wallace
table shown in table 1 [2, 3, 4]. It uses an approach to increase the number of half adders and to decrease
the number of full adders required for overall reduction of partial products. The detail of Dadda
technique is given in the references [2, 3, 4, 5, 9]. The Dadda method keeps as these are all right
columns having height less than or equal to the necessary bits required at a stage after reduction. This is
repeated at every stage.

Tabiet: Numherof redochinn stages for Didda eldiplier

Biis in Multiplier{™) Number of Stages

3 : |

4 3
S5<N<6 3
Te=N=% <+
l=N=11 o
[4<N =Y &
<N =38 7
g =N =42 B
43<N=ald 9
RI=N=% 10
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been presented by Wallace

Two of the most well-known column cornpression multipliers have
the procedure of

[5] and Dadda [6]. Both architectures are similar with the difference occurring in
reduction of the partial products and the size of the final adder, In Wallace's scheme, the partial products
are reduced as soon as possible, On the other hand, Dadda's method does minimum reduction necessary

at each level and requires thesame number of levels as Wallace multiplier. As a result, final adder in

wallace multiplier is slightly smaller in size as compared fo the final adder in Dadda multiplier. The
Block diagram of proposed energy efficient column compression multipliers (Wallace/Dadda) is shown

in Fig
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Fig. 1. Block diagram of proposed energy efficient n-bit column compression multiplier
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A Wallace/Dadda multiplier 1s usually composed of {hreeparts (or modules)

« Partial product generale module

A Half Adder (HA) and Full Adder (FA) tree toreduce the partial products matrix to anaddition of

only two Operands.
Han-Carlson and Ripple Carry Adder (RCA) for thefinal computation of the binary result.

In the proposed energy efficient multipliers, the reduction partuses half-adders, full-adders and
ripple carry adders; eachpartial product bit is represented by a dot as shown in Fig 3.1.Reducticn is
performed depending on the number of ¢lementsin that particular column of the group. Three dot
products issued to represent a FA, whereas only two dot products is used To represent a HA. If a
column has only one element then that jspassed on to the next stage without any reduction. If the
lastgroup of a stage contains less than three rows then ne reductionis performed on that group. The
last part performs the functionto add the remaining two rows using an exact RCA & exactHan-
Carlson adder to compute the final binary result in sub thresholdregime, All the standard cells are
same in both 8x8column compression Wallace & Dadda multipliers, StaticCMOS logic family is
used for AND gate, HA, FA and partialproduct generation modile n sub-threshold regime.

ASIC IMPLEMENTATION

The complete ASIC implementation of the propused design isalso done which follows the
cadence design flow. Theproposed design has been developed using Verilog-HDLand synthesized
in Encounter RTL compiler using typical libraries of 45 nm technology. The test bench 18 created
for simulation and logic verification by Model-Sim simulator, The CadenceSoC Encounter is used
for Placement & Routing (P&R) Parasitic extraction is performed using Encounter Native RC
extraction tool. The extracted parasitic RC (SPEF format) is back annotated to Common Timing
Engine in Encounter Platform for static timing analysis. Results obtained from both tools are
analyzed and compared for semi-custom design verification shown.
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The ASIC Implementatiod is w0 d iste the performance evaluation of the
Wallace and Dadda multipliers in s ; feshold regime. The stimulation results
were carried out of two Bx8Wallace ns using RCA and two 8x8Wallace &
Dadda multiplier design usmg H e designed energy efficient multiplies
operates at 0.4V. In fact, in aﬁﬁ are tested in corner cases with fast and
slow transistors and their ¢ the components FF, S8, FS, and SF is
replaced instead of normal t ~each circuit function, Since the delay
of multiplier cireuit is pmpurhi}n ir of bits in the multiplier and also delay
of used standard cells. To mgasu nd fo verify the functionality of proposed
Wallace/Dadda multipliers, wm.i i :'ed to the multiplier. The worst delay
has been observed for the i _-_;,.u- i & Wallace/Dadda multipliers.
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v. SIMULATION RESULTS
The proposed design has been developed using Vetilog-HDL and synthesized in Xilinx 14.5
tool and the same tool was used for Placement & Routing (P&R).Results obtained from the tool
are analyzed and the schematic 1s shown in the below figure.

mam-.l.aquNﬂnJ;mri-ir- # | el Pl T ¥

spsiid e | il

¥ e
e oM o o

o wtar

Fig 4 simulation results for 32432 Dadda Multiplier
V CONCLUSION

In this paper, the 16x16 Dadda multipliers have been implemented at0.4 volt power supply. The
main focus of this paper was 1o optinize overall power delay product. We have also optimized the no. of
wansistor in the design. The simulafed result shows that the proposed Dadda have improved results as
compared 10 existing published results. Thus the design of Dadda multiplier has improved power,
performance.

VL FURTHERSCOPE

As can be seen from the results obtained by Dadda multiplication scheme, this approach is
further extended to perform the muyltiplication of higher bits (i.e.. 32 bit x 32 bit, 64 bit * 64 bit and so
on). The power consumption and area estimate are further reduced by implementing the final adder with
look ahead carry generation logic (look ahead carry adder}
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ABSTRACT: 1In this paper, design and
implementation of high efficient delay utilization
of (n/2) parallel multiplier is done. Basically,
multipliers are key arithmetic circoits in many of
these applications including digital signal
processing (DSP). This n/2 parallel multiplier uses
adder that limits its carry propagation. First the
allgnment of partial products generator will be
done. After that partial products takes this
registers and generates the propagate and
generate signals. After this n/2 % n/2 multiplication
operation is performed. Now this bits perform the
addition operation and glves the {inal product.
Hence this paper reduces the delay in elfective
Wiy,

Key Words: VLSI, Digital signal processing
(DSP), Partial products, Multiplexer and Adder.

I. INTRODUCTION

Basically, in communication systems like
grror correction codes and cryptography,
finite field is most widely used. Arithmetic
operations are performed using the field
elements. Two basis are normally used to
implement a system that is normal basis and
polynomial basis. Normal basis is used to
implement the hardware and perform the
low cost squaring operations. In the same
way, polynomial basis is used to implement
the software and in the same way this also
performs the low cost sguaring operations
[1]. Accuracy could be compromised to a
defined extent in most of the present-day
applications like image recognition and
processing. Multiplier is the basic building
block of such applications which involve a
lot of mathematical processing. This leads to
a win-win balancing between the energy
consumed by the circuil and the required
BCCUracy.

The energy consumed by any system is
directly proportional to the multiplication
accuracy of those systems. If a system
requires high accuracy then it consumes
more energy and vice versa. Also, there
could be section or module of that systems
which needs lesser accuracy than other parts
of the system. If the accuracy is kept
constant across all such modules it greatly
increases the amount of energy consumed by
the overall system. However, if the accuracy
ol the multiplier is characterized to change
as per the need of that particular module or
section of the entire system, this would have
4. great impact in reducing the amount of
energy consumed by the system [2].

This method of configuring and adjusting
the accuracy of a multiplier based on the
requirement of the system or application is
dchicved using different adder sub module
of the multiplier module to characterize the
accuracy based on the approximation
technique. There should be reconfigurable
multipliers in various program stages or
applications [3]. So, in this paper we
designed a multiplier which has an accuracy
decided on the go based on the requirement
of the application.

Montgomery's multiplier is classified into
three types, they are bit-serial, bit-paralle],
and digit serial architectures. Bit-parallel
shupe is rapid; however it's far steeply-
priced in phrases of vicinity, Bit-serial
structure is region efficient, but it's far too
sloggish for plenty packages. The digit-
serial structure is flexible which may change
the space and velocity, consequently, it
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achieves a moderate pace, reasonable price
of implementation and hence it is most
appropriate for practical use. Montgomery
presented a technigue for figuring modular
multiplication productively, He introduced
to move the portrayal of numbers from the
74 to an alternate area, called Montgomery
Residual portrayal or Montgomery Domain
[6-T1.

Here for the purpose of security, the
computers  and communication  system
brought with a demand from private sector
[4]. The Montgomery multiplication is the
calculation that permits effectively for
registering. The expense of the particular
duplication is equivalent to three whole
numbers which increases in addition to the
expense of the change in the Montgomery
area. Yet, in the event that the large scale
task is an exponentiation, at point the change
cost is insignificant contrasted with the
quantity of sugmentations executed in the
Montgomery area. In the process of
Meontgomery multiplication. pre-processing
unit and post-processing umits are used [5].
The pre-processing unit produces N-Residue
operands and in the same way post
processing unit will eliminate the constant
factor 2n. Hence to form N-Residue
operands in  the  system, modular
exponentiation is used.

Here for the purpose of supplanting division
activities, shifting tasks are used. After the
shifting process the least critical bits will
remain zero. Now to eliminate these bits in
the modular multiplication, add products are
used. After the process of eliminating the
bits, the remaining bits are augmented in the
multiplicand. ~ Hence from this it can
ohserve that the process of multiplicand is
completed. Now the output i3 obtained after
the subtraction of bits, Here if the bits are
ncreased then Montgomery bits  also
increases. At last the multiplicand bits are

Volume X111, Issue 11, February /2021
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cnmrqlied without the use of subtraction
mllcullaﬁﬂn.

L. LUT BASED MULTIPLIER
The below figure (1) shows the block
diagram of serial Multiplier, The entire flow
¢hart performs its operation in four stages
which are discussed below:

Multiplicand

partial
Product

Partial
Product
Generator

|5 LF'mdu::t

r
Fig. 1: SERTAL MULTIPLIER

This calculation begins by putting away item
ssteem in memory where multiplier is 2 and
multiplicand is 0, 1, 2, 3.4,5,6, and 7. The
Address is the estimation of Multiplicand.

Stage 1: If the Multiplier is 2 and
multiplicand is any an incentive from the
range 0-7, at that point the item csteem put
away at that specific memory area
(characterized by multiplicand) is net yield.
In any case, if the Multiplier is other than 2
and multiplicand is from 0-7 then re-look in
memory to discover if the necessary yield is
as of now determined. In the event that
indeed, take the yield from that specific
location

Model: how about we guess the multiplier
be 2 and multiplicand be 5, at that point
2%5-10 and 10 (10101)2 is as of now put
away at memory area 5, In any case, if the

~ multiplier isn't 2 and item esteem is as yet

P
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previously put away at area 6), at that point
essentially get the item esteem at yield put
away at that specific area,

Stage 2: If the Multiplier is other than 2 and
the worth isn't accessible in memaory; search
for close by esteem (one less or one more
prominent of anticipated item) and flip the
last piece. Model: 3x5=15 and this worth
isn't accessible in memory, so take the close
by esteem 14 (1110)2 and flip the last piece
to make 14(1110)2 to 15(1111)2.

Stage 3: If the close by esteem 15 absent,
search for any least factor of the item esteem
and annex the bit(s) in the last. For
example 4x5=20. Here 10 (1010)2 is
minimal factor of 20 (10100)2, So take the
yield 10 accessible at memory area 5 and
annex zero in the last to get the twofold of
10 that is 20. So also, assume multiplier is 3
and multiplicand is 7. Here the item would
be 21(10101)2. Be that as it may, 21 are not
accessible in memory, Along these lines,
this can be accomplished by taking 10
(1010)2 at the yield and aflerward annexing
| in the last. This will change the 10 (1010)2
into 21(10101)2,

Stage 4: If above advances doasn't give the
necessary yield, attach two bits in the last to
get the necessary information. For instance,
if there should be an cccurrence of 7x5
coming about item esteem is 35 (100011)2
and when we annex (11)2in the last to 8
(1000)2, we can without much of a stretch
get the yield 35(100011).
ITI. PROPOSED SYSTEM

The below figure (2) shows the block
diagram of serial multiplier. The entire
system is divided into following modules,
The following modules are inputs A and B,
partial products, n/2 multiplier, multiplexer.
adder and final product. This operation is
mainly used in the coprocessor in parallel
format. This system provides the

ISSN NO: 0022-1945

functionality for coprocessor. First the

alignment of partial products generator will

be done. After that partial products takes this
registers and generates the propagate and
gencrate signals. After this n/2 * n/2
multiphication operation is performed. Now

‘this bits perform the addition operation and

gives the final product.

 ‘ENABLE ENABLE

[ {

il a
PARTIAL PRODUCT GENERATION
N l w
i w2 xu 2 %ni2
i MULTIFLIER MULTIPLIER

ASELECT ‘ B SELECT

| ADDER

! T

FINAL PRODUCT

|
L
Fig. 2: BLOCK DIAGRAM OF SERIAL
MULTIPLIER

Here firstly, the operands are loaded in the
multiplier. The arthmetic operations like
addition and multiplication operations are
performed. The obtained result of this will
be saved in the barrel shifter. Here
irreducible polynomial function is not used
in the system. The main intent of register
multiplier is to store the bit representation
and give polynomial output a(t). Here
parallel load operation is performed in the
most significant bit position. In the same
way left shift operations are performed in
MSB bit.

The B select enable is used b(t) value to
store the value in register, The parallel load
operation is also applied in the multiplicand.

il

u
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The obtained value is stored in the register. of proposed system. RTL schematic is the
The right shift operation is performed in the combination of Look up tables, truth tables,
multiplicand register block. crypto  core K-MAP and equation.

processor is used to transfer the data in j T 0 | | I
multiplicand register. G b e ] et —f

The result A select enable and B select |

enable is processed to the partial product Soan! 5= e
generator block, The both A select enable ; = e
and B select enable values are assigned in B =i
the barrel shifter blocks. The ehtained values FLSE il L - i=lh =iy

in the propagator and generator block will 2 e S

generate the signals. This block will perform LB en o = e o8

the addition operation. % <0l |
S i ke 2 BT B

An adder is a digital circuit that performs R N R 2 e

addition of numbers. A multiplexer or mux {14, P rEn e NN WA _J_T

is a combinational circuits that selects ' ' AR L £l

several analog or digital input signals and ¥is, 4: TECHNOLOGY SCHEMATIC OF

. : . 7 PROPOSED SYSTEM
forwards the selected input into a single - B
output [ine. T e —
i K == N e v 1 T i
»
i ti inati X e R [T | N T T =
Final product is the combination of output ri | — /

Where all bits gets mixed to get the final
output, Hence from results it can observe
that the proposed system, will reduce the
delay and memory usage in very effective
way,

IV. RESULTS
The below figure (3) shows the RTL
schematic of proposed system. here a and b
are the inputs and cout is the output,

LS

Fig. 5: OUTPUT WAVEFORM OF PROPOSED
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Fig. 3: RTL SCHEMATIC OF PROPOSED
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V. CONCLUSION vedic multiplier on the basis
Hence in this paper design and implementation of adders used”, Josmin  Thomas, R.
of high efficient delay utilization of (/2) Pushpangadan , $ Jinesh, 2015 IEEE

parallel multiplier was done, The (n/2) parallel
multiplier performs the multiplication in very
fast. The proposed system will reduce the
switching activities that are produce in the
system, To reduce the delay partial product it
is introduced, Hence the memory of complexity
is reduced in (n/2) parallel multiplier. This
system {5 mainly used in the applications of low
delay and high speed applications.
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ABSTRACT: As the technology scales down
cmerging  memaries  strogioling  with  rediced
relability. Az a solution erar-correcting code ECC
ond s decoder circuits biave been applied. To
correct two (or) thres emors BOH coide is widely
adopted. Wi have dowble- siror-correcting and triple
crror-detecting [(DEC-TEL) bowa-Chaudhun—
Hocquenghem (BCH) code decoder with high
decoding efficiency and low power for emor
correclion In emerping memorizs. Here we are
implzmenting triple bit crror comecting (TEC) decoder
1o increase the decoding efficiency, we propose @n
adaptive error comrection technique for the BCH
codethal detects the number of wirors o8 codeword
immedimlely afler symdiome genetation and applhisy
adifferent emror correction algorithin depending on
the error conditions. With the adaptive emor
correction technigue, the average decoding latency
and power consumption arc significantly reduced
owing to the increased decoding efficiency. To
further reduce the pewer consumption, an invalid-
transilion-inhibition techinigue is propesad 1o remove
the invalid transitionscaused by glitches of svadrome
vectors in the error- finding block.

Keywords: adaptive ertor correction, bose
Chaudhuri-Hocquenghem (BUH) code, double emor
cormrecting  (DECJand  triple emor  defecting &
commecting (TED -TEC), emerging memiories, ermor
correcting  code(ECCHLUT- based  decoders,
invalid-transition- inhibinon technigue

I.  INTRODUCTLION

Emerging mernories, such as phose change
memary, spin-transfer terque mapneto Tesistive
random accessmemary {STT-MRAM), phase change
RAM (PRAM), andresistive random access memory
(ReRAM) have beeninvestigated to fill the gaps in
terms of performance and densuty between DEAM
and NAND flash memory, referred o sz storage cluss
memories (SCMs). They are of interest for their
flexible and efficient memary hzrarchy, owing 1o

their nonvolatile, high-density, and low-latency
characteristics [1]. In addition to SCMs,

sme emerging memories, such as STT-MRAM, are
ilsin considered promising  candidate embedded
mienoriesdue 1o their fast read and write latencies,

o leakage power, and logie-friendly compatibility

(21, [3]. As technolopy scales down, these emerging
e e arealso wiruggling with reduced reliability,
ansd ps-a solution, eror-correcting code (ECC) and
its encoder/decodsr circuits have besn applied
Whils MAND flash requires a powerful ECC
capahle of correcting up to 100 errars, most of the
emerging memories can reach the required chip
yichd using an ECC capable of cotrecting two or
thiees errors becauseof new developments in storage
physics [2]-[8]. In addition to simply increasing the
memory yield, ECC can be used o optimize
memory performance regarding density [9], [10] and
enerpy consumption [11], [12]. In this manner, ECC
has become an essential part of emerging memories.
To carrect two or thres errors, the Bose - Chandhuri-
Hocquenghem (BCH) code i3 widely adopted for
emermng memaories [2HE]L However, the standard
iterative and seguental decoding processes, which
require multiple cycles, are not compatible wath
emerging memorics, This is because the latency of
the BCH code decoder should bea faw nanoseconds,
considerng the short read or wrile access time in
cnelging memaries, To achieve a double-error-
correcling {DEC) BCH code decoder withlatency of'a
low ponoseconds, o fully parallel decoder strucnure
that pses vombinatorial logic gates has beenproposed
i [13]=[17]. However, it continues to have S0%-
Rt litenicy penalty and conswmes 6-8 Limes more
powwer thon the simgle-error-cormecting and double-
e delecting (SEC-DED) decoder. As non- o

" ingle-bit errors are considerably more likely than

milt] bit (double-bit or triple bit) errors daspite the
micreased  raw bit-error rale (RBER)  in
nonctechnalogy, it is inefficient to deal with non- or
single bil errors wilth a DEC-TED decoder in terms
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of lstency and power, which leads to reduced
decoding efMiclency. Moreover, the fully parallel
deceders consume Juge dynamic power owing o
the invalid wansitions [n the error-finding block
Sinee most emerging memories have been widely
researched foruse in low-power applications, such
as wearable devices and [OT devices, the power of
fully parallel BCH decaders should also be reduced
o maximize thebenefits of emerging memones,

In this paper, we propose a high-decoding-
efficlency and low-powst BCH decoder with DEC
and triple-error-detecting (DEC-TED) capability for
gmerging memories, To reduce the average deluy
andpower consumption, an adaptive error correction
technique for the DEC-TED BCH code is proposed.
In addition, an invalid tra;sition  ishibition
technique using fip-Mlops (FFs) and & specific ECC
clack is applied to reduce the power consumption
further, The synthesis results using 65-nm
technology show that the proposed DEC-TED BCH
decoder with 64-bit dais words schieves more thn
50% average letency redustion and TOM-T5H
averape power saving in comparison  to  the
convelitional decoder with an insignificant aréa
owverhead,

The remainder af this paper is organized 2%
follows, In Section 11, an cverview of BCH codes
and fully parallel structure 15 given, In Section 11T,
the problems in conventonal fully parallel BCH
dedodersare discussed, The proposed decoder with
highdecoding efficiancy wnd low power is prescnted
in Section TV, Seclion ¥ presents the syathesis and
comparison results of conventional decoders and the
proposed decoder. Finally, Section VT conecludes
this paper,

1. CODENING THEORY

Background coding theory more detailed
accounts of errar-correcting codes can be found in:
Hill, Pless MacWilliams and Sloane, van Lint, and
Assumes and Key. Sce also Pelerson for an early
article written from the enginesrs’ point of view,
Proofs of all the results quoted here can be found in
eny of these texts;our summary here follows,

Here a message is first given by the source
to the encoder that tums the message inta A

codeword, 1Le. a string of letters from some alphabet,
chuseh pecording to the code used. The encoded
muesage is then sent through the channel, where it
miay be subjected o noise and bence altered. When
this message arrives ot the decoder belonging to the
receiver, it s equaled with “the most likely
codeword, ie the one (should thet exist) that, in &
probahilistic sense depending on the channel, was
probably sent, and finally this “most likely”
codeword is decoded andthe message {s passed on to
thz receiver,

1. BCH CODES AND FULLY
PARALLEL BCII DECODERS FOR
EMERGING MEMORIES

In general, & primitive hinary BCH code is defined
over a binary Galois field with degree m, denoted by
GF (2™} The (n, k, d} BCH code over GF(2™) is
represented as follows [18]:
Codeword length: n = 2M - 1 Number of
information bits; k> 2M —me— 1
Mintinwm distance: d= 21+ 1.

This code is capable of correcting any

combination of tor fewer errors in a bleck of n
digits, calletl & t-error correcting BCH eede. Since
e pumber of information bits s not represented as
the power of two, a shortened binary BCH code s
ipplied in a memory system by eliminating
fefirmmation bils (p), such as(o—p, k=1, d}.
" The RBER of the memory cell varies
widely depending on design goals such as memary
density, read or write latency, and energy
comsymption, Far emerging memories, RBERs of
STT-MREAM, ReRAM, and PRAM are disributed
with o range of 10-10-10-3 [5]- [18], [19]-[21].
These RBER can be reduced by appropriate device,
girgult, and architecture design techniques (5], [6],
[B]. [20]. When it is lower than 10-3, the target
block fallwe rate (BFR) can be achieved with an
ECC cepable of correcting two errara[2]-[8]. If TED
option iz added o DEC, the BFR can beimproved
further. Thus, DECTED BCH code is adoptedin this
paper, and the following decoding processes are
described based ani the primitive binary DET-TED
BCHrode [22], [23]

[ Computing Syndieme: For {n, k, 6) DEC-TED BUH code, the pasity-check matrix H {5 given by
E 1 ¥ & | 1
2 .
He || g @ = e |={H
] q] ﬂ'.ﬁ rr'“"_“ H;

where @ is the primitive ¢lement i GF{2m),
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TABLE |
RELATION SHIP BETWEEN THE NUMBER OF FRRURS AND 8YNDROME VECTORS FOR THE

BCHDEC-TED CODE

= _ -
S1 AL LLADIION
.‘i 5l 3
N I 750
Single-oi | 4
Dubbe-bit 0 5 #5;
Triphe-bit I 5,75

ﬁ

To determine whether the received codeword, v, has errars, syndrome vectar 8 is caleulated as

s=v-HT = v 1T, v-HT 1,v HT 3=[Sg, 81, 53]

where S0 is-a 1-bit vector, and 31 and 83 are mebit
veetars for the code pererated in GF(2m). A single-
hit error can be corrected using only the 5] vector
because H1 ¢an be used as the parity-check matrix
for the Hamming code. For o double hit error
correction, 51 and 53 vectors are utilized together. It
is worth noticing ther the syndrome vector can b
used 1o detect the number of eérrprs in the recaivesd
codewerd using the specific relationships ameng S0,
91, and 51 vectors, a5 shown in Table L This spacific
refationship is applied in the proposed decoder, a3
will be explained in Section [V

2) Determining  the Error Location
Polynomial: The next decading step is to complele
the errar location polynomial (ELP) based o e
caleulated syndrome vectors, For a DEC-TED BCH
cade, the ELP can be represented by
gix}=l+olxrolx?

Mutice that each cocfficient of the ELP is an m-hit
yectar IF the codeword is copstructed on GF(Zm).
Conventionally, the Berlekamp-Massey (BM) [24]
aigorithm is  widely applied to compute
coefficientsof the ELP.

3 Finding the Emor Locations: Afler
compuling the coefficlents (ot wnd o2}, the Chien
search is performedto find the roots of the ELP by

substituting n ¢lementsof GF(2m), {u“, al,...af=1}

, into (30,

4) Correcting Errors: Through step 3, an ermur

vector, g, 15 obtained, and & corrected codeword, v%,
&

" pan be represented as v = vy + @ This can be

implemented using XOR gates,

B, Fully Paralled BCH Decoders for Emerging
Memories The long BCH code is already sdopted in
NAND flash memories to correct tens of errors in
thousinds of data hits [25}-{27). For long BCH
codes, conventionsl iterative BCH decoding
algorithms are applied, and the decoder is usually
implemented by the lincar feedback shift register,

which rakes 2n + 2t cycles to finish the error

currection. However, this decoding algorithm isnot
compatible with low |stency emerging memories, 50
o fully parsllel decoding architecture haz been
employed Lo achieve a decoding latency of & few
manoseconds [13]-[17]. The filly parallel decoding
architeciure is fully pamllelized and implemented
usitig & combinatorial logic, which can significantly
redute the decoding latency st the expense of
hardware overhead. However, the hardware overhead
caused by the fully parallelized

e el

L Chian Ssarch -L[.E>"'

Canaraior aigulmior

=

Grar B loF
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Spora __:L..! Lk , x'\_'Dﬂ"‘
]

Fig.|.Block diagrami ) Pa-basid gecoder b) LUT-bosed decoder
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Fig. 2.(a) Syndrome genetator and (b) Chien scarchblocks [31] for 64-bit codeword in the fully parallel DEC-
TED BCH decoder:

Implementation  is  nat significant  in
emerging memories. This is because 2 short BCH
code [281-[30]can be used owing to a low required
error-cormecting capability and its relatively low size
of memaory array compared to the NAND flash
memories [21-[8].

In the fully parallel structure, the gyndrome vestor 5
can be obtained by scparate XOR trees wilh
inputs taken from the reccived code weclor, @3
shown in Fig 2(e) [31]. According to the decodiog

algorithm  and  implementation methods  in
delermining ELE and finding the roots, fully parallel
BOH decoders can be divided into two categories,
Peierson’s algorithm (PA)-and lookup table (LUT)-
hased. decoders. 1) Peterson’s Algorithm-Based
Decedar: As an alternative to the BMalgorithms, PA
was proposed in [3Z] to eliminale the time-
consuming iterations. By applying PA, the ELP of
DEC-TED BCH code is given by

ali) =1L ax 4 mat =1 S (Sf + %).Iz.
[

However, complex finite-field dividers we royuired locompute ke vocfficients, Thus, a reverse ELP (RELD) was
proposed in [16] to allevinte the complexity of cosfficient syvaluation and computation during the Chien zearch,

andl itis expressed ns

glr) =0y +a1x+ |‘;_r2.l.'2 = {.5; -h'.‘fﬁ) -+ Sf.r + 51,1'2.

The overall structure of & PA-based
decoder is shown in Fig. 1(a). A coefficient
calewlator determines the bitcomponents of the a’0,
a1, and o2 vectors in (3), andeach companent afthe
coefficients is oblained by usingthe syndrome vector
bit components with only modulo-2 addition and
mueltiplication [14]. [n the Chien search block, the
computations of g (271 ) for 0 =i<n
~| are conductad in parallel using simple logic
operations [13].

The test circuit for checking whether o (@ " i} is 0
requires @ multiplication by & constant {oi ), and it
canbe implemented by XOR-irees, as shown in Fig.
Aoy [31].

) LUT-Based Decoder: In [17], an LUT-

DOL: 10,35629/5252-0312336346 | lmpact Facior walue

based decoder is proposed by replacing the
ioefficients cateulitor andChien search blocks in the
PA-based decoder with an LUT, The LUT contains
zll the possible pairs of syndromes and their
curresponding error patterns. In this decoder, the
erroe positions can be determined directly from the
syndromes after 4 syndrome vectar iscomputed.

3 Comparison of PA-Based and LUT-Based
Decoders: In the LUT-based decoder, the error
vector can be directly determined immediately after
the syndrome vector is computed. Thus, the LUT-
based decoder has @ shorter decoding latency at the
cust of increased areacverhead in comparison to the
PA-based decoder. However, as the mumber of

currectable errors (1) or thepumber of information bits
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{k) imcrenses, the table size exponeutially increases,
resulting in an Inefticlent realization in both area dod
delay. In comparison to the LUT bused devoder, the
increased area of the PA-based decoder with
increased tor k is much smaller. Therefore, the PA-
hiased decoder is more appropriste for area-
consirained applications. In teoms of dynamic power
consumption, the PA-based decoder consumes more
power than the LUT-based decoder. In the PA-
bascd decoder, the computed syndrome vectors are
conlinuously used in both the coelficient caleulator
and Chien scarch blocks until the crror vector is
determined. Thus, whenever the syndrome vectors are
newly compuled in response to & newly received
codeword, most of the nodes in the blocks following
the syndrome generator are toggled, leading to high
dynamic power copsumption. On the other hand,
onlyone circuit path in the LUT block is activated
by the corresponding input syndrome vector due 1o
the inherited LUT characteristic, leading 1o low
dynamic pawer consumpiion

Therefore, the LUT-based decoder 15 favorable in
power constrained applicutions

n'||l| |npul

(1) input

IV. PROBLEMS IN CONVENTIONAL
FULLYPARALLEL BCH DECODERS

In general, the decoder for DEC-TED
BCH  codes hes longer latency, higher area
complexity, and much higher power consumption
than the decoder for SEC-DED codes. It should be
noted that the PA-based decoder has about four
times smaller arca than the LUT-bused decoder, but
it cunsumes more power correction of all non-
single-, and double-bit errors with the DET-TED
decoder is inefficient in terms of latency and power
conswmption, and this reduces the decoding
efficiency. If the proper decoder between SEC-DED
prd DEC- TED decoders can be adapiively selected
depending on the error conditions, decoding latency
and power consumption can be significantly reduced
on  average Dynamic Power Problem in Fully
Parallel BCH Decoder:

Meost of the previous studies on a fully
parallel archi- tecture for the BCH decoder have
focuged on circuit optimization methods to reduce
the latency while minimizing the complexity of
implementation. However, considering that the read
or write power of emerging memories is generally
a2t the microwatt  level; mwch higher power
consumption in convantional filly parallel decoders
undermings the low power advanlage of emerging
memories,

.

A Syndromae | veclar transition |
e Al A

All vecliors are
settied to zero

Settled zerc arrar vector

Fig. 4. Invalid transitions in the coefficient calculatorand parallel Chien search blocks due to the transitions on
syndrome vectors in the case of conseculive non-gror input code words

ML i ldE
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Fig.5 Conceplunl block diagram of DEC-TED ECIId:uuder with adaptive error correction,
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The syndeome vector 15 8 key fctor in
finding errors in both PA-und LUT-based decoders.
Whenever a new input 15 enlered mto the decoder,
the syndrome generator produces invalid ghitches
before its outputs setille down, The glitvhes cause
undesired trunsidons at mieroal nodes in the blocks
that follow the synidrome generator, such ss the
coefficient caleulator, the parallel Chien search (LUT),
andl the errer corrector i the PA-based (LUT=based)
decoder, and increase dynanie power consumption,

The effect of invalid irassition on power is
severe, especially when consecutive non-error code
words are received. When & non-error codeword 15
entered into the decoder, most of the key generated
vectors, such as syndromes, coefficients of RELP, and

error vectors, are settled to 0. IF the next non-emror
codeward is inunédiately entered, then the syndrome
yeotur togeles several times until it settles down to 0.
This causes invalid transltions in other blocks, This
fnvalid tansition problem can be prevented if stable
syndiome vectors are delivered to subsequent blocks

V. PROPOSED HIGH-DECODING-

+  EFFICIENCY ANDLOW-POWER
-5 DEC-TED BCH DECODER
DEC-TED BCH decoder using an adaptive error
correction and an fnvalid transition  inhibition
technigue is proposed to achieve the high decoding
efficiency and low-power consumpiion

FLAG CONDITION FOR THE NUMBER OFERRORS CLASSIFICATION

Number.pf it | Taie i
Errurs it Mot comilition :
F.!'.’ g LL

el {j0] = 5,
P 0

iy

Sine-hit j

DomblpebfSe - o e 5
i |

Tiipslic-bli

Afler syndrome veclurs e generaled, e
number oferrors ceused in me received codewunl 1s
classified man error counter block, and a 2-bit flag
signal that represents the number of etrors s
peneraled.  Then, different  ear  comechon
ulgorithms arc applied depesding on the generated
fag signal to improve thedecoding efficiency, and a
proper érrar veclur is addedo the seceived codeword
through the 3:1 MUX '

The 2-bit flag signal can be penernied
based on the generated symdromie veclons, as shown
in Tabkle 111, For odd numbers of ercors (single- or
triple-bit errors), 50 is 1" whereas for non-erros
andl double-bit errors, 80 13 0. Multiple-bit emoc
(MBE), & lopical OR of all the wector it
components.

Bused on the generuied Nag signal, we can
choose between the single-eivor (5E) corrector and
the double-error (DE) corrector, In the proposcd
design, the SE corrector uses Hamming SEC code
and the DE corrector uses the DEC BCH code.
Since error correction algorithme are not reguired
regarding non-or triple-errar cnses (ag b 01T
“L1, all zero vestors -gocdiectly 1o the MUX
withoul being processed m jést delay and g

Cowsuming eitor correction blocks. Thus, the lalency
aod power consumption can be minimized for non-
_g.i' fr{‘!‘l]llf.-h-ll ertor Ccoses, Since the most commion nom-
erme cwse hos minimom Isteney and power, the
dverape decoding lateney and power consumption
b ereatly reduced. When a single-biterror occurs
ifmg 01, the SE comector, whicheompares each

* ol of the H1 matrix with the 81 vector, carries
onit simgle-bit error correction. Thus, when there is &
,5|_usle bit error i the received codeword, the
proposed decoder has simllar latency and slightly
iarger power consumption in comparison o the
conyentional SEC-DED code decoder. In the caseof
double bit srrors (flag 10), the DE corrector per-
forms errar correction, and the latency and power
vonswmption are similar to those of conventional
filtyparallel DEC-TED BCH decoders.

Thus, the delay and power consumption of
e DEC-TED BCH decoder with the adaptive error
correction varies according to the types of errors in the
codeword: To realize the adaptive error correction
h.ﬂ.l;:n.l.quu additional error counter, SE correslor,

L ENLIN blocks ore added to the conventional fally

s EMBEC-TED decoder,
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Fig, 6. {a) Error counter and (b) SE corrector blocks in the fiully paralle] DEC-TED BCH decoder for the 64-bit
codeword,

Regarding the PA.based DEC-TED
decoder, the coefficient waloulator  in the
conventiongldecodercanbe a part of the errar counter
because it orignally generates the i) vector, The
errar counter additionally requires m-hit OR gate for

the BCH code in GF {2™) to 2valuate the flag [1]
value. Thus, the costs of ares, delsy, and power in
the error counter for the PA-based DEC-TED
decoder with adaptive error correction are minor, In
addition, the cost of area in on additional SE
corrector i insignificant becauscthe arca of -the
errorlocation block in the SEC decoder is much
smuller than that of the cocfficient caleulaton and
pacillel Chian seaich blocks in the conventional
DEC-TED decoder. The hardware siructures of the
error counter and the SE commectior blocks are shown
in Fig. 6, For the LUT-based DEC- TED decoder,
the area and power costs of the SE corrector gre
negligible, The pair of syndrome vectors and
corresponding errar patterna in the LUT for  the
conventional DEC-TED decoder can be divided 1nlo
two parts. One is for single-bit error cases, and the
other is for double- bit error cases. Thus, each part
e be replaced by the SE corrector and the DE
cartectar in the proposed LUT-based decoder,
respectively. Since the nuimber of errors is already
classified in the emrer counter block, the SOvector is
ne longer necéssary in both SE and DE correctors in
our proposed LUT- based decoder. Also, especially lor
the SE corrector, only the mebite 81 wecior is
required to determine the comesponding emor
vector, Thus, the sum of the total area of the SE and

DOl 10.35629/5252-03 12336346 | Impact Factor valne 7429 L1SO-9001: 2008 Certified Journal

DE vorrectoss is smaller than that of the LUT block
in the conventional LUT-based decoder. Unlike the
PA-based decoder, increased area, delay, and power
consumption due to the additional errar counter are
inevitahle. However, it would be insignificant or
compensated by the reduced area ofthe LUT block
owing to the smaller required size ofthe syndrome
vectar. For the hardwsre implementation of the
LUT-based decoder, omly the DE corrector block
differs from the PA- based decoder. The DE corrector
for the LUT-based decoderis implemented with AND
pates sumilar to the SE corrector block,

Invelid Transition Inhibition Technique for DEC-
TEDDeacoder

As mentioned in Sedion [1-B, settled
syivdrome vecturs should be transferred to the SE or

DE  correclor to  prevent invalid transitions

Furthermore, the SE and DE comrectors should not

operale sumulinesesly in the proposed decoder to

eraure lower power consumption. FFs are used
between the syndroime generator and the SE and DE
correctors 1o satisly these two constraimts, A block
diggmam ol the proposed DEC- TED decoder with
adopiive error correction and invalid  transition

{nthiiBiteon technigues is shovwn in Fig,

1. Mot that posiive-edge-trippered FFs are used in
this design. FFs connectad to the SE comector
{DE vorrector) are called SEC-FFs (DEC-FFs)
lur =43y represantation.
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Fia: block diazram of adaptive beh decoder

To make sure that both FFs tansfec the
settled syndrome vectors, the control signals of both
FFs should be sctivated after the syndrume vector
and Mag bits become stable. To achieve this, o
specific clock forthe decoder {called the ECC clock}
is used to generatethe control signal of the Frs, as
shown in Fig. 8. For positive-edge-tripgered FFs, an
inverting ECC clock (FFclock in Fig. 8) is used, and
the pulse width of the ECC clock should be larger
than the summation of the worst delay of syndrome
gencrutor {Tsynd) and that of error counter (TEC).In
addition, 1o prevent the simultaneous operation of
SEC and DEC-FFs, a clock-gating techniqueis applied
t the FF clock signal and flag bits using simple
NV and gates. Note that for non- and triple- error
bits cases, both FFs do nor transfer the vectors tathe
following blocks.

The SEC-FFs convey the settied S1 veclor
o the SE corrector only when a single-bit eror
sccurs, DEC-FFs de not uunsfer the syndrome
vectors 1o the DE corrector; thus, the power
consumption is significantlyreduced in the single- bit

DOL: 10.35629/5252-0312336346 | Impact Factor value 7,429 | IS0 5001 2008 Certified Journal

e [T
jayawada
F Py

ertar case. Similarly, when adouble-bit error cocurs,
pnly DEC-FFs wansfer the §1 and o0 vectors 51
and 53 vectors) to the DE cotrector in the PA-based
{LUT-hused) decoder,

VI, TRIPLE BIT ERROR CORRECTING

BCHDECODER

Here we are implementing the triple bit
error correcting BCH decoder using an adaptive
errat correction and an invalid transition inhibition
techaique i proposed to achieve the high decoding
efficiency ond low-power consumption. The
canceptual block diagram of the proposed adaptive
ertor carrestion technique. After syndrome vectars
are generated, the number of errors capused n the
foceived codeword is classified in an error counter
block, and a 2-bit tlag signal that represents the
number of errors is generated, Then, different error
cotrection algorithms are applied depending on the
gencrated flag signal to improve the decoding
efficiency, and a proper emor vector is gdded to the
received codeword through thed: 1 MUX.
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Design_of Efficient_32-bit Vedic_Multiplier

Binni Gollapalli, PG Scholar, Department of ECE, Vikas Group of Institutions, INTUK., Andhra

Pradesh, Email id: binmgollapalli23@egmail.com f
G Sekhar Reddy, Assistant Prof, Department of ECE, Vikas Group of Institutions, INTUK, Andhra
Pradesh, Email id: paddamsekbarreddvigmail.com

Abstract: Multipliers are vital compaonents of any processor or computing machine. More often i

than not, performance of microcantrollers and Digital signal processors are evaluatedon the basis of
number of multiplications performed in unit time, Hence better multiplier architectures are bound to
increase the efficiency of the system. Vedic multiplier is one such promising solution. Iis simple
architecture coupled with increased speed forms an unparalleled combination for serving any complex
multiplication computations. Tagged with these highlights, implementing this with reversible logic
further reduces power dissipation Power dissipation is another important constraint in an embedded
system which cannot be neglected,

In this paper we bring out a Vedic multiplier known as "Urdhva Tiryakbhayam" meaning
verlical and crosswise, implemented using reversible logic, which is the first of its kind. This multiplier
may find applications in Fast Fourier Transforms (FFTs), and other applications of DSP like imaging,
software defined radios, wireless communications.For arithmetic multiplication, various Vedic
multiplication techniques like ‘Urdhva tiryakbhyam, Nikhilam and Anurupye has been thoroughly
discussed. It has been found that Urdhva tirvakbhyam Sutra is most efficient Sutra {Algorithm), giving
minimum delay formultiplication of all types of numbers, either small or large, Further, the Verilog
HDL coding of Urdhva tiryakbhyam Sutra for 8x8 bits multiplication and their FPGA

implementation by Xilinx Synthesis Tool on Spartan 3E kit have been done.

Keywords- Urdhva Tiryakbhayam,Fast Fourier Transforms (FFTs), Vedic multiplier.,

LIntroduction: A Multiplier is an electronic circuit used in digital circuits, such as a computer, to
multiply two binary numbers. It is built using bipary adders, A variety of computer arithmetic
techniques can be used o hﬁplamem a digital muluplier. In digital circuits multiplying to binary T
numbers is done using repested addition using full adders and half adders. A multiplier is used inmany %

applications such as image processing, signal processing. microprocessors, and microcontrollers, ete.
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There are many types of multipliers such as array multiplier, Wallace tree multiplier, Vedic multiplier,
booth multiplier, among all these multipliers Vedic multiplier has less delay when compared to other
multipliers [2].Vedic Multiplier is an efficient multiplicr with less delay. The structure/block diagram
of the Vedic multiplier is similar to that of the array multiplier with some changes in the most
significant bit. Vedic Multiplicr is based on 16 Vedic sutras in which Urdhva triyakbhyam is general,
multiplication formula. The Urdhva triyakbhyam sutra is also known as vertical and crosswire. This
sutra was traditionally used in ancient India for multiplication in less time. As the number of
multiplication bits increases the timing delay also increass. The Vedic multiplier is used in various
applications such as digital signal processing (DSP), communication systems. It is also used in image
Processing as fast Fourier transforms, convolution, and in an ALU of 2 microprocessor.

2.Vedic Multiplier: Vedic mathematics is part of four Vedas (books of wisdom). It is part of
Sthapatya-Veda (boak on civil engineering and architecture), this is an upa-veda (supplement) of
Atharvana Veda. It covers explanation of several modern mathematical terms including quadratic
equations, factorization ,arithmetic, geometry (plane, co- ordinate), trigonometry, and even caleulus.
The proposed Vedic multiplier is based on the Vedic multiplication formulae (Sutras), For the
multiplication of two numbers in the decimal number system the proposed Sutras have been
traditionally used, To make the proposed algorithm compatible with the digital hardware in this work,
the same ideas are applied to the binary number system.

Urdhva Tirvakbhyam Sutra is applicable to all cases of multiplication. This sutra performs the
multiplication using the principle Vertically and crosswise multiplication. The generation of all partial
products can be done with the concurrent addition of these partial products. The figure explains
parallelism in generation of partial products and their summation.

The algorithm can be generalized for n x n bit number. This multiplier is independent of the
clock frequency of the processor as the partial products and their sums are calculated in parallel. The
same amount of time will require by this multiplierto calculate the product and thus it is independent

of the clock frequency.
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Figl: Showing Multiplication of two decimal numbers by UrdhvaTiryakbhyam
Algorithm for 4 x 4 bit Vedic multiplier Using Urdhva Tiryakbhyam

(Vertically and crosswise) for two Binary numbers

CP = Cross Product (Vertically and Crosswise)

X3 X2 X1X0 Multiplic andMultiplies
b Y2 ¥1¥0
H G F E D e BA
Pr PaiEs SER P4, B3 R P1P0 Product

PARALLEL COMPUTATION METHOBOLOGY

CP X0 = X0 * YO= AYD
2,CP X1 X0 = X1 * YO+X0 * Y1 =BY! Y0
3. CP X2 X1X0=X2*Y0+X0*Y24X1 *Yl=CY2
Y1 YD
4,CP X3 X2X1 X0=X3*Y0+X0*Y3X2 * Y] +X1 * Y2=DY3
Y2 Y1 Y

5.CP X3 X2 X1 = X3 * Y1+X1 Y3 X2 * Y2 =EY)

Y2 Y1 W
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6.CP X3 X2 = X3 % Y24X2 * Y3 = FY3
Y2
7 CP X3 =X31* Yi=GY3
3 Results
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4 Conclusion and Further Scope

Urdhva tiryakbhyam sutram, Nikhilam sutram and Anurupyena sutram are the important among such
viedic algorithms which can reduce the delay, power and hardwarerequirements for multiplication of
numbers, The hardware realization of the Vedic mathematics algorithms is easily possible through the
FPGA implementation of these multipliers, The computational speed drastically reduces if all those
methods arc effectively used for the hardware implemientation. Hence there is a chance for
implementing & complete ALU using Vedic mathematics methods, Vedic mathematics is long been

known but has not been implemented in the DSP and ADSP processors employing large number of

et
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multiplications in caleulating the various transforms like FFTs and the IFFTs. By using these ancient
Indian Vedic mathematics methods world can achieve newheights of performance and quality for the

cutting edge technology devic
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